
Abstract—The multivariate methods are widely used in 

researching of buildings and residential Indoor Air Quality

(IAQ). Instead, one of the multivariate methods, namely self-

organizing map (SOM) is applied only marginally in the study 

of correlations of outdoor weather conditions on IAQ. It is also 

worth noticing, that only few papers detail differential air 

pressure and its effects on indoor climate. In this study, SOM

was applied to resolve the effects of air pressure difference 

between outdoors and indoors, to the other indoor variables, 

because there was no linear correlation between measured 

variables. In addition, the SOM was qualified as a suitable

method having a property to summarize the variable’s

dependencies into easily observable two-dimensional map.

Measured data used in this study was collected continuously in 

a small house in Eastern Finland. The method used could 

distinguish nine different clusters charactering indoor climate 

in the study house. The results indicate, that when indoor 

underpressure increased the other measured values decreased,

including indoor relative humidity (RH), and the

concentrations of carbon monoxide (CO) and carbon dioxide 

(CO2). This probably indicates that the ventilation rate of the 

study house was adequate during the study period.

Keywords—Differential air pressure, Indoor air quality,

Neural networks, Self-organizing map

I. INTRODUCTION

NDOOR Air Quality (IAQ) is a widely researched topic, 

because of manifold effects on health of occupants.

Increased interest in energy efficiency is thought to affect 

negatively on indoor air quality. For instance, in Nature there 

are many discussions concerning low-energy buildings and 

their relation to carbon emissions [1], as well as on the use of 

biological indicators for IAQ [2]. In Science, there are also 

articles discussing about using and extending smart grids for 

energy efficiency [3], sustainability [4], and the relationships
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between healthiness and environment [5].

Neural networks have been used successfully in the 

prediction of indoor air quality e.g. feedforward 

backpropagation [6, 7], recurrent neural networks [8], fuzzy 

neuro systems [9] and model comparison [10]. There are also 

previous studies on forecasting outdoor air quality parameters 

using computational methods [11, 12, 13].

This paper describes methodology used in indoor air and 

outdoor air data analysis, including data processing, pre-

processing the raw data, basic idea of self-organizing map 

(SOM) and clustering. Some results are also presented 

regarding testing the methodology in a case study.

II. MATERIALS AND METHODS

A. Data Collection

The collected indoor air quality data consisted of continuous 

measurements on temperature, relative humidity, CO2

concentration, CO concentration and air pressure difference 

between indoors and outdoors in the house in Eastern Finland.

Data was collected using a monitoring system developed by 

the research group of environmental informatics [14]. The 

measured data from outdoor conditions were collected by 

weather station installed on the roof of the house located in the 

same area. Outdoor data consisted of the wind speed, outdoor 

relative humidity, air pressure and outdoor temperature. 

Measurements were carried out in 2010 from 29
th

of August to 

1
st

of November. Measured variables, units and sensor

locations are presented in Table I.
TABLE I

MEASURED PARAMETERS AND THE LOCATION OF MEASUREMENTS

Parameter Unit Bedroom Living room Bathroom

Indoor air

Temperature °C X X X

Relative 

humidity

%
X X X

Carbon dioxide ppm X X

Carbon 

monoxide 

ppm
X

Pressure 

difference

Pa

Parameter Nearby study house

Outdoor air

Wind speed m/s X

Relative 

humidity
% X

Atmospheric

pressure
hPa X

Temperature °C X
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A. Data Processing and Pre-processing the Raw Data

In the beginning of the data processing (Figure 1), the raw 

air quality data were pre-processed for the data analysis. This 

consisted of removing outliers and the variance scaling of the 

data. It revealed, as visually analysed, that there were outliers 

in the indoor air temperature. All the data rows with 

temperature values higher than 40 degrees of Celsius were 

discharged. Missing data or outliers were 20.8 percent of the 

data and these rows were removed. The size of the data matrix 

utilized, was 14837 rows, 14 variables in columns.

The solid data matrix was modelled using self-organizing 

map (SOM). The reference vectors of SOM could be used as a

basis for further analysis more easily than original

measurement vectors due to the reduced number of data. The 

reference vectors were classified to clusters by k-means 

clustering algorithm. Finally, the clusters were analysed 

concerning effects on indoor air quality.

Fig. 1 A diagram of the data processing.

B. Self-Organizing Map

The Self-Organizing Map (SOM) is a neural network 

algorithm developed by a Finnish academician Teuvo 

Kohonen in early 1980ies. The common purpose of SOM-

method is to perform data analysis by mapping n-dimensional

input vectors to the neurons, and visualizing results in a two-

dimensional lattice [15]. In the two-dimensional lattice, the 

input vectors with common features effect on the same or 

neighbouring neurons, preserving the topological order of the 

original data. The SOM learning process is unsupervised: there 

is no need for a priori classifications for the input vectors. A

large variety of SOM-based applications have been developed

during three decades. The common application fields of SOM

are, for example in machine vision, signal processing, 

exploratory data analysis and in pattern recognition [15].

The training of SOM produces, as a result, a topological 

arrangement of output neurons. Each of these neurons has a

special reference vector describing its hits, or input vectors. 

On one hand each SOM-neuron is defined by the reference 

vector, which has the same dimensionality as the input vectors, 

and secondly by its location. The reference vector can be 

defined as follows (Eq. 1):

, (1)

where n is the number of variables, and M refers to the number 

of neurons in the map.

Firstly, in the beginning of the training, the SOM must be 

initialized. In linear initialization SOM is initialized along the 

map dimensions, according to the greatest eigenvectors of the 

training data. In random initialization, the map is initialized by 

using arbitrary values for the reference vector. The use of 

linear initialization results in an ordered initial state for 

reference vectors instead of arbitrary values generated by 

random initialization [15].

The Best Matching Unit (BMU) is the neuron being at the 

smallest Euclidean distance from the input vector (Eq. 2):

(2)

the index of the BMU, is the input vector, and R 

includes the reference vectors of the SOM.

The BMU and the group of its neighbouring neurons can be 

trained using the following update rule: [15] (Eq. 3): 

(3)

where k is a number of iteration rounds and m implies the 

index of the neuron updated. The reference vectors gradually 

become weighted averages of the original data samples 

assimilated to each of them. The neighbourhood function is

usually assumed to be Gaussian [15] (Eq. 4):

, (4)

where and are the location vectors of the corresponding 

the width of the kernel.

In summary, the training of the SOM proceeds as follows: 

1) finding the BMU for one input vector according to the 

minimum Euclidean distance, 2) moving the reference vector 

(using the update rule) of the BMU towards that input vector, 

3) moving the reference vectors (using the update rule) of 

neighbouring neurons towards that input vector, 4) repeating 

steps 1-3 for the next input vector until all input vectors have 

been used, 5) repeating steps 1-4 until the algorithm 

converges, 6) finding the final BMU for each input vector 
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according to the Euclidean distance.

C.K-means clustering

The k-means clustering is a well-known non-hierarchical 

cluster algorithm [16]. The basic version of k-means begins by 

randomly picking k cluster centres, assigning each point to the 

cluster whose mean is closest in the sense of Euclidean

distance. The next steps include computing the mean vectors 

of the points assigned to each cluster, using these as new 

clusters in an iterative approach. The clusters are determined 

by minimizing the sum of squared errors:

, (5)

where is a vector representing the ith data point and is 

the centroid of the data points in .

In the case of specific application, the number of clusters 

may not be known a priori. In the k-means algorithm the 

number of clusters has to be predefined. It is common that the 

algorithm is applied with the different number of clusters, and 

the best solution is selected using a validity index [17] or using 

enlightened asset expertise.

D.Analysing IAQ data

The IAQ data were coded into inputs for the self-organizing 

map. All the input values were normalized by variance scaling 

before training the map. After training, a SOM having 100 

neurons in 10 x 10 hexagonal grid was constructed. Linear 

initialization and batch training algorithm were used in the 

map training. The Gaussian function was used as the 

neighbourhood function. The map was taught with 10 

iterations and the initial neighbourhood had the value of 6. The 

SOM Toolbox version 2.0 (Aalto University, Laboratory of 

Computer and Information Science) was used in the data 

analysis under a Matlab-software platform (Mathworks, 

Natick, MA, USA).

The k-means algorithm was used to cluster the trained map, 

precisely, to cluster the reference vectors. The Davies-Bouldin

index (DBI) was used to evaluate the goodness of the 

clustering for each cluster number. After the clustering, the 

desired reference vector elements of clustered 

neurons were visualized in a two-dimensional lattice to reveal 

the possible interactions between variables.

III. RESULTS

The statistical properties of the original data are presented 

in Table II. The aptitude of SOM as an analysis tool has been 

illustrated by examining the dependence of two variables, 

temperature and carbon monoxide. As an example, Figure 2

shows how the increase of temperature and carbon monoxide 

concentration cluster in the same area in SOM, indicating the 

correlation of these variables. The dependence is due to the 

fact that there has been fire in the living room fireplace at the 

moment of time considered. The concentration of carbon 

monoxide did not rise to the level of health hazard during this 

time. 

Vectors of SOM were clustered by using k-means clustering 

algorithm and evaluated by using the Davies-Bouldin index.

As a result, the number of clusters was defined as 9. Clusters

are named with the letters from A to I, and they are visualized 

on the surface of SOM in Figure 4. Each cluster corresponds

to a particular indoor air state in the house.

When comparing the clusters in Figure 4 to the component 

levels of SOM in Figure 3 and analysing Figures 5 and 6, the 

characterization for the clusters described below could be 

found:

A. This cluster describes the situation, when the house is 

unoccupied. In this case, all measured indoor air 

values are low, and there is an underpressure in the 

house. The outdoor temperature is low.

B. This cluster describes the situation when the fireplace 

is heated, or it just has been heated. There is an

underpressure in the house, and the temperature in the 

living room is higher than the average value. The 

carbon monoxide concentration measured in the 

living room, is slightly elevated, and the relative 

humidity is low.

Fig. 2 Dependencies of measured temperature and carbon monoxide. LR means Living Room.
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Fig. 3 Component levels of SOM, describing different variables. LR means Living Room, BD means Bed Room and BA means 

Bathroom.

TABLE II

STATISTICAL PROPERTIES OF THE VARIABLES

Variable Unit Minimum Maximum Mean Standard Kurtosis Skewness

Indoor

Temperature (BR) °C 20,6 25,0 22,5 0,7 3,2 0,2

Temperature (LR) °C 21,2 26,0 23,1 0,9 2,9 0,4

Temperature (BA) °C 20,9 28,4 22,6 0,9 4,9 0,9

Relative humidity (BR) % 20,0 49,1 32,3 6,2 2,5 0,4

Relative humidity (LR) % 18,0 47,4 31,0 6,3 2,3 0,3

Relative humidity (BA) % 20,2 90,1 35,6 8,9 8,1 1,5

Carbon dioxide (BR) ppm 359,8 997,6 549,2 114,0 5,2 1,6

Carbon dioxide (LR) ppm 432,1 1345,5 656,4 145,5 4,7 1,3

Carbon dioxide (BA) ppm 0,2 4,5 0,3 0,1 423,3 18,8

Outdoor

Differential air Pa -9,3 41,2 -1,0 2,6 31,3 4,0

Wind speed m/s 0,1 11,6 1,9 1,4 5,8 1,7

Relative humidity % 46,0 98,2 82,4 11,8 2,9 -0,8

Atmospheric pressure hPa 989,5 1035,2 1015,4 11,0 2,0 -0,2

Temperature °C -1,4 19,5 8,4 4,2 2,6 -0,2
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Fig. 4 Clusters of SOM.

C. This cluster describes the fact that the house is 

occupied when the outdoor pressure and temperature 

are low. In this case, there is an underpressure in the 

house. All rooms have a low relative humidity, room 

temperature is higher than the average and carbon 

dioxide values are slightly elevated.

D. Again, this cluster describes the situation when the 

house is unoccupied. In this situation, all the 

measured indoor air values are low. The atmospheric 

pressure and outdoor temperature are low and wind 

speed is high.

E. In this cluster, all the measured indoor values are on 

the average level. Outdoor measurements noticed that 

humidity is higher and atmospheric pressure is lower 

than the average. Apparently it is raining outside.

F. Also, this cluster describes the house occupied 

situation, when there is an underpressure outside. 

Outdoor relative humidity and temperature are lower 

than average. The temperatures in all rooms are 

higher than average and carbon dioxide values are 

slightly elevated.

G. In this cluster indoor temperature is also low, although

the indoor humidity is elevated. Carbon dioxide and 

carbon monoxide levels are average. Atmospheric 

pressure is slightly elevated and ambient humidity is 

low.

H. This cluster differs from the cluster G, so that all the 

room temperatures are slightly higher than average, 

further atmospheric pressure and outdoor relative

humidity are also high.

I. This cluster describes the situation, that there is a 

excess pressure in the house at the same time, when

relative humidity is high. Also, carbon dioxide and 

carbon monoxide levels are elevated, thus the house 

is populated. It should be noted that the living room 

and bathroom temperatures are low, although the 

bedroom temperature is slightly elevated. There is a 

high-pressure outside, it is warm and outdoor 

humidity is low. Indoor air pressure is higher than 

average.

In Figures 5 and 6 boxplot graphs describing variables of 

each cluster are presented. The blue colour in the rectangles

describes 25% and 75% fractiles, and the red line inside the

rectangle denotes the median. The transversal black lines 

show the extreme values of a variable.

Figures 5 and 6 support the characterization drawn based on 

SOM component planes in Figure 3.

IV. DISCUSSION

Based on measurements, it can be concluded, that the

growth of pressure difference has an impact on relative 

humidity of indoor air, as well as on concentrations of indoor 

carbon dioxide and carbon monoxide. In particular, when the 

ambient pressure increased higher than the indoor air pressure,

all measured values were found to be low. Based on SOM 

analysis, it showed that there were nine different phenomena

characterizing indoor air quality in the studied house. There 

were three occasions, when the studied house was unoccupied.

In these phenomena, carbon dioxide concentration in the house

was low. There were six clusters, where the studied house was 

occupied. In these situations indoor temperature was normal or

warmer than usual. Also, carbon dioxide levels were elevated,

but CO2 consentration levels remained at normal level. The 

indoor air quality levels are considered to be satisfactory,

when CO2 concentration is less than 1500 ppm. The clusters

seem to be descriptive considering normal acceptable indoor 

air quality. Whole, reviewed indoor air quality was good

concerned the variables presented in Table I.

V.CONCLUSION

SOM based method can reveal dependencies between data 

variables relatively fast and easily. Also SOM result is good 

when the clustering behaviour of the data is unknown before 

the data analysis. The results presented in this paper shows that 

the applied SOM-based neural network method is an efficient 

way to analyse indoor air quality data. Nowadays, buildings 

are more energy efficient and airtight. This can cause problems 

with indoor air quality. In this study, the ventilation rate of the 

study house was sufficient during the study period concerning 

indoor parameters. Developing new indoor air quality 

monitoring systems and new methods for analysing the data 

are very important. Finally, we will extend our research work 

to include several apartment buildings, and we are also 

extending the measurement period. In addition, we research 

the application possibilities of neural network modeling further 

in the field of energy efficiency and healthy housing.
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extending the measurement period.

are also extending the measurement period. In addition, 

Fig. 5 Variable distributions of clusters from A to E are described as a boxplot graphs.

Fig. 6 Variable distributions of clusters from F to I are described as a boxplot graphs.
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